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CONS P EC TU S

F undamental features of biomolecules, such as their structure,
solvation, and crystal packing and even the docking of drugs,

rely on noncovalent interactions. Theory can help elucidate the
nature of these interactions, and energy component analysis
reveals the contributions from the various intermolecular forces:
electrostatics, London dispersion terms, induction (polarization),
and short-range exchange�repulsion. Symmetry-adapted pertur-
bation theory (SAPT) provides one method for this type of analysis.

In this Account, we show several examples of how SAPT pro-
vides insight into the nature of noncovalent π-interactions. In
cation�π interactions, the cation strongly polarizes electrons in
π-orbitals, leading to substantially attractive induction terms. This
polarization is so important that a cation and a benzene attract each other when placed in the same plane, even though a
consideration of the electrostatic interactions alone would suggest otherwise. SAPT analysis can also support an understanding of
substituent effects in π�π interactions. Trends in face-to-face sandwich benzene dimers cannot be understood solely in terms of
electrostatic effects, especially for multiply substituted dimers, but SAPT analysis demonstrates the importance of London
dispersion forces. Moreover, detailed SAPT studies also reveal the critical importance of charge penetration effects in π-stacking
interactions. These effects arise in cases with substantial orbital overlap, such as in π-stacking in DNA or in crystal structures of
π-conjugated materials. These charge penetration effects lead to attractive electrostatic terms where a simpler analysis based on
atom-centered charges, electrostatic potential plots, or even distributed multipole analysis would incorrectly predict repulsive
electrostatics. SAPT analysis of sandwich benzene, benzene�pyridine, and pyridine dimers indicates that dipole/induced-dipole
terms present in benzene�pyridine but not in benzene dimer are relatively unimportant. In general, a nitrogen heteroatom
contracts the electron density, reducing the magnitude of both the London dispersion and the exchange�repulsion terms, but with
an overall net increase in attraction.

Finally, using recent advances in SAPT algorithms, researchers can now perform SAPT computations on systems with 200
atoms or more. We discuss a recent study of the intercalation complex of proflavine with a trinucleotide duplex of DNA. Here,
London dispersion forces are the strongest contributors to binding, as is typical for π�π interactions. However, the electrostatic
terms are larger than usual on a fractional basis, which likely results from the positive charge on the intercalator and its location
between two electron-rich base pairs. These cation�π interactions also increase the induction term beyond those of typical
noncovalent π-interactions.

Introduction
Noncovalent interactions are ubiquitous in chemistry, biol-

ogy, and materials science. They control diverse phenom-

ena including boiling points of liquids, solvation energies,

and the structures of molecular crystals. π-Interactions

constitute one of the most important chemical classes

of noncovalent interactions, spanning various subtypes

(π�π, cation�π, C�H/π, etc.)1,2 and contributing to bio-

molecular structure, drug binding, and the structure and

properties of π-conjugated materials of interest in organic

electronics and photonics.

There are a number of important questions regarding

various classes of noncovalent interactions, such as how

strong they are, how they change with changing geometry,
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andhow they are affectedby the introduction of a substituent

or heteroatom. A number of clever chemical model systems

have been designed to address these questions (for a recent

review, see ref 3). For example, the “molecular torsion bal-

ance” ofWilcox and co-workers features a “closed” conformer

with a T-shaped π�π interaction and an “open” conformer

without this interaction.4,5 The equilibrium constant between

these two conformers can be obtained by NMR, and it can be

tabulated as a function of various substituents on one of theπ

systems.Unfortunately, thesedata canbedifficult to interpret,

because the equilibrium constant is also influenced by differ-

ences in the solvent-accessible area of the closed and open

forms,6,7 and in principle, substituents may influence solvent�
solute interactionsmore strongly inoneof the conformers than

the other. Such complicating considerations can be avoided by

performing gas-phase studies on small van der Waals dimers,

but these experiments can be difficult and often require mass

selection techniques to obtain the dimer of interest instead of a

larger cluster. Moreover, the experiments often also have to

employ supersonic jet expansions toachieve low temperatures

and thereby isolate one or a handful of the most energetically

favorable geometric configurations. Even so, the potential

energies of van derWaals dimers tend to be very flat,meaning

that even at low temperatures, the systems can be fluxional

without a well-defined geometric structure.8

Theory offers some assistance, because it is easy in an

electronic structure computation to exactly fix the geometry

of somenoncovalent contact and to compute the interaction

energy apart from secondary interactions or solvent effects.

This allows one to directly probe the strength of intermolec-

ular interactions, and how they vary with substituents and

heteroatoms. Scanning over various geometries leads to

information about geometric dependence. Unfortunately,

such theoretical studies are not without their challenges. In

particular, rather sophisticated (and computationally costly)

electronic structure methods are required to obtain “defini-

tive” results for noncovalent interactions. At present, the

favored benchmark-quality approach is coupled-cluster the-

ory through perturbative triple excitations [CCSD(T)] with

large basis sets, or more practically, second-order perturba-

tion theory (MP2) complete-basis-set extrapolations plus a

coupled-cluster correction evaluated in a smaller basis set.9

Various approximate electronic structure methods do rea-

sonably well, or very poorly indeed (depending on the

method), compared with the benchmark results.

Although accurate theoretical binding energies for non-

covalent interactions can be enormously helpful, they are

often not enough, because even the theoretical data can

remain hard to interpret. We have found that noncovalent

interactions are significantly easier to understand with the

aid of energy component analysis, which dissects the attrac-

tion between two monomers into various fundamental

physical components, such as electrostatics (e.g., charge�
charge, charge�dipole, dipole�dipole, etc.), London disper-

sion forces (e.g., instantaneous dipole/induced dipole),

induction/polarization forces (e.g., dipole/induced-dipole),

and exchange�repulsion terms. In this Account, we will

provide a few examples of how an energy component

analysis has been helpful in providing deeper insight into

the physics of noncovalent π-interactions.

Symmetry-Adapted Perturbation Theory
Among energy component analysis methods, we find

symmetry-adapted perturbation theory (SAPT)10,11 to be

arguably the most physically well-motivated. In this ap-

proach, one uses intermolecular perturbation theory to com-

pute the strength of the intermolecular interaction. Each term

in the interaction (electrostatics, dispersion, induction, and

exchange�repulsion) falls out of the theory in a very clear

and natural way. By contrast, someother approaches to energy

component analysis make seemingly arbitrary choices about

how to partition the various energy components. On the

other hand, as a perturbation theory, SAPT can break down

if the perturbation gets too large (i.e., if the interacting frag-

ments get too close).12 However, in practice, we have not

found this to be a serious issue in any of the systemswe have

studied to date, and there are some remedies in cases where

this starts to become an issue.12,13

The simplest andmost basic SAPT approach is designated

SAPT0, and this implies that one does a Hartree�Fock

molecular orbital computation on each monomer and then

treats the intermolecular interaction with second-order per-

turbation theory. The theory has been formulated to higher

orders to include intramolecular electron correlation effects

(e.g., SAPT2 includes these terms through second-order). The

most complete levels of SAPT provide interaction energies

very close to benchmark CCSD(T) values (but with similar

computational costs). Fortunately, we have found that low-

order SAPT0, when judiciously paired with the right basis

sets (of polarized double-ζ quality), provides reasonably

good interaction energies that are sufficient for obtaining

correct trends and for understanding the qualitative physics

of noncovalent interactions in most cases.14 As an alterna-

tive to wave function-based SAPT, there is also a variant

based on density functional theory,15,16 namedDFT-SAPT or

SAPT(DFT). This approach provides a more computationally
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efficient way to handle intramolecular correlation and pro-

vides very accurate interaction energies.17

Cation�π Interactions
Cation�π interactions represent one of the clearest exam-

ples of the usefulness of energy component analysis for

noncovalent interactions. These interactions are important to

a number of biochemical processes, including acetylcholine

binding, biosynthesis of steroids, and ion selectivity in Kþ

channels.18 In the gas phase, the interaction energy between

Kþ and a benzene can be as strong as �19 kcal mol�1

(noncovalent interaction energies are usually reported as

negative numbers, with more negative values representing

stronger interactions); this interaction is even stronger than the

interaction betweenKþ and aH2Omolecule.19 The strength of

this cation�π interaction can be rationalized on the basis of a

strong electrostatic interaction between the positively charged

cation and the negatively charged π-cloud.

Based on this simple picture, however, it is hard to under-

stand why gas-phase computations also demonstrate an

attraction between a Naþ cation and a benzene when the

cation and the benzene are in the same plane.21 Nevertheless,

as shown in Figure 1, the total SAPT interaction energy for the

in-plane configuration is also negative (attractive) around the

minimum of the potential curve. This result is counterintuitive

because the closest atoms to the cationare aromatic hydrogen

atoms, which have a partial positive charge. The SAPT energy

component analysis explains why this interaction is attractive.

As one can see from the energy components plotted in the

bottompanel of Figure 1, the electrostatic interaction is indeed

unfavorable, as one would guess. However, there is a strongly

attractive induction (polarization) term that leads to overall

favorable interactions in the side-on geometry. Given that one

of the monomers is a cation and the other has polarizable

electrons, in retrospect it is not too surprising that there could

be a strong induction component (and indeed an earlier study

of the on-top geometry using energy component analysis

highlighted the importance of induction).22 Studies including

the implicit solvent polarized continuummodel (PCM) indicate

that these side-on cation�benzene interactions remain favor-

able even in water for Liþ, and they remain favorable for a

number of additional cations (Naþ, Kþ, NH4
þ) at near-side-on

geometries.21

π�π Interactions and Their Substituent Effects
π�π Interactions influence protein folding and many drug

binding complexes,1,23 and they are critical for stabilizing

the structure of DNA and RNA.24 Understanding how π�π

interactions can bemodified by substituents or heteroatoms

is of fundamental importance for advances in drug design,

exploration of non-natural nucleic acid analogs, and crystal

engineering of organic materials.

π�π Interactions often occur in parallel geometries (e.g.,

stacking of nucleobases in DNA). Typically, the aromatic rings

arenot strictly cofacial (“sandwich” configuration), butareoffset

(“parallel-displaced” configuration, see Figure 2). Nevertheless,

near-sandwich configurations are observed in some synthe-

sized model systems,25�28 and the sandwich structures have

remained popular in theoretical studies because they are

simpler geometrically. Another common interaction motif is

the perpendicular, edge-to-face (“T-shaped”) configuration.

Both parallel-type and perpendicular-type configurations

(and intermediate configurations) are frequently observed

in biological systems and in organic materials. Benchmark-

quality electronic structure computations using a combina-

tion of small-basis CCSD(T) and large-basis MP2 energies

were critical in resolving controversies about the relative

energetics of these prototype configurations.29,30

FIGURE 1. Energy components (electrostatics, exchange�repulsion,
induction, and London dispersion terms) as a function of cation�
benzene separation for an on-top configuration (top panel) and for an
in-plane configuration (bottom panel); the total interaction energy is
given by the black curves. Results using the SAPT0/jun-cc-pVDZ level
of theory (adapted from ref 20).
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Substituent effects in π�π interactions are most com-

monly understood through the Hunter�Sanders rules,31

which state that the primary effect of substituents is a

change in the electrostatic interaction as the substituent

donates or withdraws electron density from the electron-

rich (and thus negatively charged) π cloud. These rules

resulted from an analysis that attempted to reconcile avail-

able experimental data at the timewith a very simplemodel

of electrostatics: for each atom contributing one electron to

an aromaticπ-system (e.g., an aromatic carbon in benzene), the

model placed a þ1 charge at each nucleus (representing the

σ-framework) and two �1/2 charges displaced above and

below the plane of the aromatic (representing the π-cloud).

According to the Hunter�Sanders rules, in an idealized face-to-

face sandwich configuration, one would expect electron-

withdrawing substituents to reduce unfavorable electrostatic

interactions between the negatively charged π-clouds, and of

courseelectron-donatingsubstituents shouldhave theopposite

effect. Theoretical studies of gas-phase monosubstituted ben-

zene dimers, however, indicated that both electron-donating

and electron-withdrawing substituents increase the attraction

between two benzenes in the sandwich orientation.32,33

SAPT analysis provides very helpful insight into how this

unexpected situation can occur. Figure 3 shows changes in the

interaction energy components due to substituents in various

monosubstituted sandwich benzene dimers. The electron-

withdrawing CN and F substituents cause a much more favor-

able electrostatic term than in the benzene dimer, which is

consistent with the Hunter�Sanders view. However, for a

weakly electron-donating CH3 substituent, the major change

in interaction energy is not amore repulsive electrostatic term,

but instead a more attractive London dispersion term. Differ-

ential dispersion effects are neglected in the Hunter�Sanders

view, but they are critical to understanding the increased gas-

phase binding of the toluene�benzene sandwich.

A subsequent computational study by Wheeler and

Houk35 on a larger number of monosubstituted benzene

dimers argued that, although all substituents increase the

strength of sandwich π�π interactions, the general trend

remains determined by electrostatic effects. The authors

found a good correlation between the energy stabilization

due to the substituent and its Hammett parameter σm (which

is supposed to represent the electron donating/withdrawing

character of the substituent). Wheeler and Houk also made

the important and totally unexpected discovery that sub-

stituent effects are basically the same in HX 3 3 3C6H6 model

systems as they are in C6H5X 3 3 3C6H6 sandwiches. This

implies that the substituents are not changing the π-cloud

density/charge as supposed by Hunter and Sanders31 but

instead they are contributing through direct interactions

between the substituent and the other aromatic system

(this is consistent with previous experimental36,37 and

theoretical38 work suggesting the importance of direct sub-

stituent�π interactions). This general picture has been sup-

ported by subsequent theoretical work,39�42 and in fact, it

has been extended to a “local interaction” model in which

Wheeler has shown that the substituent interacts primarily

with just the nearest vertex of the other ring.42

DespiteWheeler andHouk's finding of a good correlation

between a substituent's effect on the binding energy and the

electrostatic character of the substituent (as given by the σm
parameter), we nevertheless felt that the importance of

differential London dispersion effects should be empha-

sized. After all, if dispersion is important enough that all

substituted sandwich dimers are stabilized relative to the

parent benzene dimer (despite the presumably unfavorable

electrostatic terms for the electron-donating substituents),

then there should be situations where this small stabilizing

effect could become a large one. On the basis of the general

additivity of substituent effects in multiply substituted sand-

wich dimers found in one of our previous theoretical

studies,38 we expected that dispersion contributions could

becomequite large formultiply substituted dimers. Hence, in

FIGURE 2. Prototypical π�π geometric configurations of the benzene
dimer.

FIGURE 3. Interaction energy components relative to benzene dimer
formonosubstituted sandwichbenzenedimers at a fixed intermolecular
distance of 3.7 Å (SAPT2/jun-cc-pVDZ level of theory, ref 34).
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2009 we computed the binding energy of several mono-

substituted, 1,3,5-trisubstituted, and hexa-substituted ben-

zene dimers.43 As anticipated, we found a breakdown (see

Figure 4) of the correlation between the relative interaction

energies and the substituent's electrostatic character (as

measured by ∑σm), presumably because the systems with

multiple electron-donating substituents had multiple addi-

tional stabilizing London dispersion contacts.

Given the strong theoretical evidence for the importance

of differential dispersion contributions to substituent effects

in π-stacking interactions, it is perhaps somewhat surprising

that only limited experimental evidence27,44 appears to

directly or indirectly support the theoretical results. A likely

explanation for the discrepancy is that the computations are

typically carried out in the gas phase, whereas most experi-

mental studies of substituent effects have been in solution.

Solvent may damp out some of the dispersion contribution

to substituent effects,37 and Hunter and co-workers have

proposed models that appear to work well for torsion

balances and zipper complexes by considering only π�π

vs solvent�π electrostatic interactions45,46 (although these

models appear to be formulated for edge-to-face interac-

tions, where differential dispersion effects appear to be

somewhat less important34,38,47). More work on the influ-

ence of solvent on substituent effects is warranted.

As our newSAPTprogram14,48was becoming available in

2010, we began a follow-up study to verify some of our

assumptions about the underlying causes of the substituent

effects. While our work was underway, a similar study was

published by Lewis and co-workers.49 One surprising result

of Lewis's work was that the electrostatic contribution to

binding in all substituted dimers was more favorable than

in the parent benzene dimer.We had assumed that stronger

binding for electron-donating substituents was solely due to

more favorable London dispersion forces, which apparently

overcame any unfavorable electrostatic contribution. That the

electrostatic contribution itself was also more favorable

seemed to contradict any common-sense picture of this prob-

lem. This issue was left unexplained in the work by Lewis, but

it was confirmed by our own SAPT results. After some further

study, we saw that SAPT analysis was once again the key to

obtaining a deeper understanding of π-interactions.50

Figure 5 illustrates the problem, plotting energies relative

to benzene dimer vs the sumof theHammett σmparameters

for the substituents. As expected, the dispersion contribution

to the relative energies is very large for the multiply sub-

stituted dimers, whether or not the substituents are electron-

donating or electron-withdrawing, with magnitude increas-

ingwith the number of substituents. However, the surprising

feature is the inverted V-shaped graph of the relative elec-

trostatic energies. A key to understanding this phenomenon

is to replot the relative electrostatic energies as a function of

the distance between the two monomers; if we do this (see

Figure 6), we see that the correlation with ∑σm is restored at

large distances and only breaks down at shorter distances of

around 4.0 Å or less. Note that the equilibrium distances for

these systems (3.45�3.95Å) and for parallelπ�π interactions

in general are below this cutoff. For example, the interplanar

distance between base pairs in DNA is only about 3.4 Å.

Given this information, the behavior of these systems

becomes clear. At long distances, our intuition that electron-

donating and electron-withdrawing substituents should have

opposite electrostatic contributions is correct. However, at

short distances, an additional contribution enters into the

physics: charge penetration. As two electron clouds overlap,

there is a favorable electrostatic contribution coming from the

FIGURE 4. Breakdown of the correlation between relative binding
energies and ∑σm for multiply substituted sandwich benzene dimers
(results at the MP2/aug-cc-pVDZ level of theory, adopted from ref 43).

FIGURE 5. SAPT electrostatic, dispersion, and total interaction energies
of substituted sandwich benzene dimers relative to the unsubstituted
benzene dimer at their respective equilibrium geometries (SAPT0/jun-cc-
pVDZ level of theory). Relative electrostatic energies from a (less reliable)
distributedmultipole analysis (DMA) are also plotted. Adapted from ref 50.
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fact that diffuse electron clouds do not repel each other as

much as point charges do, so that the electron�nuclear attrac-

tion termsbecome slightly larger inmagnitude than the sumof

the nuclear�nuclear and electron�electron repulsion terms.

This chargepenetration termgrowsvery rapidlyas thedistance

between the monomers decreases (of course, the exchange�
repulsion term also grows very rapidly and overwhelms

any attraction from charge penetration at sufficiently short

distances). Because any substituent will have more electron

density than a hydrogen atom, any substituent leads to more

favorable charge penetration terms than H atom, regardless of

the electron-donating or electron-withdrawing nature of the

substituent. To further test our hypothesis that charge penetra-

tion is responsible for the behavior of the electrostatic term,we

also computed electrostatics using a distributed multipole

analysis (DMA) including up to quadrupole�quadrupole terms.

The DMA results fit our earlier intuition about the electrostatic

termand provide a correlation between electrostatics and ∑σm,

but they do not fit the more complete and more rigorous

quantum-mechanical SAPT electrostatic energies. The DMA

model should be rather complete except for its failure to

account for charge penetration terms. Hence, the unusual

behavior of the SAPT electrostatic contributions appears to be

due to charge penetration terms.

In this section, we have focused on idealized sandwich

geometries because theyare simpler to study thanother geom-

etries (all hydrogens in the parent system are symmetry-

equivalent, so there are fewer distinct ways to arrange the

substituents). In addition, the substituent effects in the sand-

wich configuration are the most counterintuitive and thus

the most interesting. Nevertheless, substituent effects have

also been studied computationally in T-shaped and parallel-

displaced geometries,34,39,47,51�53 usually employing energy

component analysis.

Heteroatom Effects in π�π Interactions
It is also interesting to address how heteroatoms affect π�π

interactions, especially given the heteroatoms present in the

nucleobases of DNA. To probe this question directly, we

studied a simple model system (pyridine dimer) in many

geometries, and we compared results to those from the

benzene dimer and from the pyridine�benzene dimer54

(related studies havebeen carried out onother systems).55,56

Again, energy component analysis with SAPT was very

helpful in understanding the heteroatom effects. For present

purposes, let us consider just sandwich geometries, and

for the pyridine dimer, let us consider the limiting cases

where the dipoles are aligned or antialigned (see Figure 7).

Table 1 presents the SAPT2 analysis of the different energy

components.

First, we note that the antialigned pyridine dimer is the

most stabilized dimer (�3.05 kcal mol�1), and the aligned

pyridine dimer is the least stabilized (�1.69 kcal mol�1). This

might have been expected based on consideration of dipole�
dipole interactions, and indeed, the electrostatic interactions

are strongly favorable (�1.29 kcalmol�1) for the antialigned

configuration and only very weakly favorable (�0.05 kcal

mol�1) for the aligned dimer. However, arguments based on

dipole�dipole interactions may be oversimplified for this

system, where the π-clouds are in close contact (3.8 Å) and

the multipole picture may no longer be valid. First, the

electrostatic term is attractive for all four model sandwich

complexes, even for the aligned pyridine dimer. We attri-

bute this to favorable charge penetration.33 Second, the

benzene�pyridine sandwich exhibits an electrostatic attrac-

tion (�0.80 kcal mol�1) that is more than half of the separa-

tion between the aligned and the antialigned pyridine

dimers. The trends in the electrostatic contributions may

FIGURE 6. SAPT electrostatic energies for multiply substituted sand-
wich benzene dimers relative to the unsubstituted benzene dimer at
various fixed intermolecular distances (SAPT0/jun-cc-pVDZ level of
theory). Adapted from ref 50.

FIGURE 7. Sandwich configurations of the benzene, benzene�
pyridine, and pyridine dimers.
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be governed more by direct interactions between the

electron-rich nitrogen atom on pyridine and an electron-

deficient aromatic hydrogen of the opposing ring than they

are by dipole�dipole interactions.

Next, we note that the dispersion term ismost favorable for

the benzene dimer and least favorable for the pyridine dimers,

with the pyridine�benzene value falling in between. This is

consistent with the smaller polarizability of pyridine compared

with benzene. The exchange�repulsion termhas the opposite

trend, being most repulsive for benzene dimer and least

repulsive for pyridine dimer. This seems consistent with the

more electronegative heteroatom reducing the spatial extent

of the electron density in pyridine compared with benzene,

reducing the amount of orbital overlap and hence exchange�
repulsion. Because the trends in dispersion and exchange�
repulsion are opposite and roughly equal in magnitude for

many π-stacked systems, it is particularly interesting to exam-

ine the sum of these two terms (which we have called “net

dispersion” inπ-stacked systems). Here, we see that the hetero-

atom reduces exchange�repulsion more than it decreases

dispersion, so that overall the more substituted systems have

more favorable “net dispersion” terms. This is an example of

theutilityofaquantitative SAPTanalysis; althoughconceivably

one might have correctly guessed ahead of time the trends in

the electrostatic, dispersion, and exchange terms, it would be

difficult indeed to guess whether the changes in dispersion

would have been more or less than those in exchange.

Finally, we notice that the induction term is nearly con-

stant for all four of these systems, around�0.25 kcal mol�1.

This is perhaps surprising, given that pyridine dimer or

pyridine�benzene both should have dipole/induced-dipole

contributions (included in the induction term), whereas

benzene dimer should not. Indeed, one might have ex-

pected for this to be a significant difference between ben-

zene dimer and the other dimers. However, SAPT clarifies

that such terms are of little consequence for these systems.

More generally, we have found induction (polarization)

terms to be relatively unimportant in most of our SAPT

studies to date, except for systems involving non-neutral

monomers.

DNA Intercalation
As a recent application48 of our very efficient SAPT0

implementation,14,48 we examined the intercalation of pro-

flavine into a trinucleotide duplex of DNA (see Figure 8),

basedonanavailableX-ray crystal structure.57 At 220atoms

and 2845 basis functions, this represents the largest SAPT0

computation reported to date. With three fused aromatic

rings and a positive charge, proflavine is typical of DNA

intercalators, which include some anticancer agents. That

proflavine binds well to DNA is not surprising given the

strong π-stacking resulting from an intercalation geometry.

However, SAPT analysis allows us to quantify the binding

and its origins in terms of the various fundamental inter-

molecular forces. London dispersion forces are by far the

strongest attractive component in the binding (�67.6 kcal

mol�1). This suggests that in the design of strongly binding

intercalators, the polarizability of the intercalator, not just its

electrostatic properties, should be considered. The domi-

nance of dispersion is consistent with results for many other

π-stacked systems, like the sandwich benzene or pyridine

dimers;54 in the sandwich pyridine dimer, even when the

dipoles are antiparallel, the electrostatic interaction is only a

quarter of the dispersion interaction. Here, the electrostatic

stabilization (�37.9 kcal mol�1) is nearly half as large as the

dispersion term, perhaps aided by the interaction of the

electron-deficient cationic proflavine with the electron-

rich nucleobases (as well as by contributions from charge-

penetration terms, see above). Induction, at�11.4 kcalmol�1,

provides the remaining stabilization.

TABLE 1. Energy Component Analysis (in kcal mol�1) of Sandwich
Configurations of the Benzene, Benzene�Pyridine, and Pyridine
Dimersa

elst ind exch disp net dispb SAPT2c

(Bz)2 �0.48 �0.28 4.52 �5.68 �1.17 �1.92
Bz�Py �0.80 �0.26 4.00 �5.34 �1.34 �2.39
(Py)2 aligned �0.05 �0.21 3.57 �5.00 �1.44 �1.69
(Py)2 antialigned �1.29 �0.25 3.49 �5.00 �1.51 �3.05
aEnergies at an intermolecular separation of 3.8 Å (SAPT2/jun-cc-pVDZ level of
theory, from ref 54). bNet dispersion is the sum of the exchange and dispersion
components. cTotal SAPT2 interaction energy.

FIGURE 8. Intercalation complex of proflavine with a CGA segment of
DNA, as studied in ref 48. Geometry taken from X-ray crystal structure
(see ref 57). To simplify the computational procedure, some oxygens
have been capped by hydrogens in lieu of placing sodium counterions.
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By comparing to a model system in which the backbone

was removed, we determined that π-stacking only accounts

for about 2/3 of the gas-phase binding energy, while two

long hydrogen bonds between the intercalator and the

backbone account for most of the remaining 1/3. This

suggests that intercalation is not entirely a π-stacking phe-

nomenon and that backbone interactions should be con-

sidered also.

Conclusions
As illustrated by the above examples, energy component

analysis via symmetry-adapted perturbation theory is very

useful in understandingnoncovalentπ interactions and their

substituent and heteroatom effects. In particular, SAPT anal-

ysis has demonstrated that dispersion contributions can be

quite important to understanding substituent effects in π�π

interactions, especially for multiply substituted systems. In

addition, SAPT analysis has uncovered the strong impor-

tance of charge-penetration terms in the physics of π�π

interactions. This is a critical finding because although π�π

interactions are ubiquitous in proteins and in DNA, these

charge penetration terms are entirely absent in any popular

force-field approach used in biomodeling. Hence, current

force fields must rely on cancellations between the errors in

the electrostatic terms and errors in other terms in order to

achieve even semiquantitative accuracy for π-stacking

interactions.58 However, now that this deficiency is better

understood, perhaps new efforts will be made to rectify it.

The recent availability of much faster SAPT algori-

thms14�16,48 makes a much richer array of systems now

accessible. Additionally, the easy availability of SAPT data

could have a large impact on the development of next-

generation force-field models. It is our belief that robust

force-fields should be parametrized on a term-by-term basis

(i.e., fitting electrostatic, London dispersion, exchange�
repulsion, and induction terms separately), and high-quality

SAPT data facilitates such an enterprise.
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